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Abstract. Profilometry by fringe projection is an optical metrology technique 
implemented projecting a sinusoidal grating onto a three-dimensional surface, 
where the resulting deformed grating image represents the object’s height dis-
tribution modulated in phase. Fringe projection can be implemented as a phase 
shifting process or as a one-frame method. In this work, both approaches are 
compared using a correlation and a Fourier transform based algorithm for phase 
extraction. As a first step of the surface recovering process, a wrapped phase 
image is obtained. Therefore, a correction is applied by means of a phase un-
wrapping algorithm, obtaining a continuous phase distribution. The results 
show that the phase shifting approach returns a phase distribution with higher 
resolution and less noise than the one-frame approach. 
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1 Introduction 

Profilometry by fringe projection is a non-contact method for measuring the three 
dimensional surface of an object [1]. It is superior to point-to-point profilometers 
since it offers a continuous covering of a given surface, it can be carried out much 
faster, and no mechanical contact is required [2]. Characterizing the roughness of 
surfaces over an area is an important task for scientific applications as well as for 
manufacturing processes [3], turning fringe projection profilometry into an important 
measurement tool in both scientific research and industrial applications. Some exam-
ples on the biomedical field include 3D intra-oral dental measurements [4] and lower 
back deformation measurements [5]; on the industrial field they include corrosion 
analysis [6], measurement of surface roughness [7] and quality control of printed cir-
cuit board manufacturing [8]. Our experimental setup of fringe projection profilome-
try is shown in Fig 1. It consists of a projector containing a sinusoidal grating, an 
image acquisition unit and a processing unit. Measurement of shape through fringe 
projection techniques involves the projection of a structured pattern onto the object 
surface, the recording of the image of the fringe pattern that is phase modulated by the 
object height distribution, the process of calculating the phase modulation by analyz-
ing the image using a phase extraction algorithm (involving a phase wrapping and 
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 I( , ) ( , ) ( , ) cos[ ( , )]x y a x y b x y x x yω ϕ= + + , (1) 

where ( , )a x y  is the average intensity, ( , )b x y  is the contrast of the fringes, ( , )x yϕ  
is the phase and xω is the frequency in the horizontal direction, from the grating. 
There are a variety of algorithms aimed to detect the phase value based on Eq.(1).  
Here, a Fourier transform proposal by Takeda [10] and a correlation algorithm origi-
nally used for phase shifting interferometry [11] are tested, both proposals are de-
scribed next. 
 
2.1 Phase Detection by Fourier Transform Algorithm 
This method requires only one frame of the deformed fringe pattern to retrieve the 
surface of the measured object, having an advantage for real time data acquisition and 
3-D measurement of dynamic processes. It is also known as Takeda technique. The 
solution starts from the interferometry equation, rewritten as  
    0I( , ) ( , ) ( , ) cos[2 ( , )]x y a x y b x y f x x yπ ϕ= + + ,         (2) 
where 02 fπ ω= . Representing Eq. (2) as an exponential expression 

  *I( , ) ( , ) ( , ) exp(2 ) ( , ) exp( 2 )o ox y a x y c x y if x c x y if xpp = + + − ,  (3) 

where c∗  represents the complex conjugate of  ( ) ( ),( , ) 1 2 , i x yc x y b x y e ϕ= . 
    
   Applying the Fourier transform respect to x to Eq. (3) 

 *I( , ) ( , ) ( , ) ( , )o of y A f y C f f y C f f y= + − + +  . (4) 

   The capital letters denote the Fourier spectra; f  is the spatial frequency in the x  
direction. Any of the two carriers is chosen and filtered. Then, the inverse Fourier 
transform of  ( , )C f y   respect to f is computed, and ( ),c x y  is obtained. Finally, the 
complex logarithm of ( ),c x y  is calculated as, 

  log[ ( , )] log[(1 / 2) ( , )] ( , )c x y b x y i x yϕ= +   (5) 

   The phase ( , )x yϕ  is then found in the imaginary part of Eq. (5). 

 
2.2 Phase Detection by Means of a Correlation Algorithm 
This method is based on the similarity between the captured set of images under a 
sinusoidal pattern and a real cosine function. The basic equation of phase shifting 
interferometry is 

 lI ( , ) ( , ) ( , ) cos[ ( , ) ]lx y a x y b x y x yϕ a= + − , (6) 

where l  indicates a shift and lα  is the phase shifting given as ( )2l N lα π= . At each 
shift lα , a signal  lI ( , )x y is captured, until N shifts have been done. Hence, for each 
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pixel ( ),x y there are N  intensity values that should describe a cosine function. A 
correlation function can then be used to measure how similar is the data respect to the 
expected cosine form, in order to extract the phase. In the following, the correlation 
for each pixel (xy) of the image will be explored, omitting the notation (xy) for 
brevity. The correlations are analyzed in the z direction that corresponds to the phase 
step. The correlation function compares two functions f (z) and g(z) as one of them is 
shifted by an amount ξ  respect to the other in the z  direction: 

 ( ) ( ) ( ),corr f g f z g z dzξ
∞

−∞
= +∫ .  (7) 

    Then, letting the function ( )f z  be determined by the observed data points, while 

( )g z  is a simple cosine function, as    

( ) ( ) ( ),f z I z I z= −           (8)
 ( ) ( ),g z aCos zξ ξ+ = +          (9) 

where ( )I z represents one of the N  captured images, ( )I z is the average intensity of 

the N   images, lz α= −  and ( )2 m kξ π= , where k  goes from 1  to m , and m  is 
the number of points where the two functions are to be compared. The observed func-
tion ( )f z  should in turn be a function of the unknown phase. According to Eq. 

(6), ( ) ( )cosf z a zϕ= + , thus, the correlation of ( )f z  and ( )g z  may be written as

   ( ) [ ]1

2, ,N
l ll

corr f g aCos Cos k
m
πϕ a a

=

 = − − ∆  
∑        (10) 

where 2 Nπ∆ = . The correlation attains its maximum when the argument of both 
cosine functions are equal, that is, when maxk k=  such that ( ) max2l lm kϕ a π a− = − . 
So the phase is given by       
    ( ) max2 m kϕ π=  .       (11) 
    The recovered phase from the deformed fringe pattern by using the aforementioned 
fringe analysis methods is mathematically limited to the interval [-π,+π] correspond-
ing to the principal value of arctan function. Therefore, these routines are known as 
phase wrapping algorithms. Determination the unknown integral multiple of 2π  to be 
added at each pixel of the wrapped phase map to make it continuous by removing 
artificial discontinuities is referred to as phase unwrapping [13]. 

 

3 Phase Unwrapping by Unweighted Least Squares 

The phase unwrapping method applied in this work is the Unweighted Least Squares, 
and uses the Fast Fourier Transform algorithm [14]. First, the wrapped phase values 
are extended as a periodic function, performing a mirror reflection over the quadrants. 
If the wrapped phase matrix is defined in rows and columns as 0 ≤ i ≤ M and 0 ≤ j ≤ 

80

Alejandra Serrano Trujillo, Adriana Nava Vega

Research in Computing Science 80 (2014)



N, it will end up measuring 0 ≤ i < 2M, 0 ≤ j < 2N. Defining  ji,ψ  as the wrapped 
phase function of an original matrix ,i jφ , it is possible to obtain a periodic function 

,i jψ  applying a mirror reflection. In order to find an estimated value of ,i jj  by means 
of least squares, the following expressions for phase differences in the horizontal and 
vertical direction, are computed                                                         
       { } ,ψψW=Δ ji,j+iji

x ~~
1,, −         (12) 

                                               { } ,ψψW=Δ ji,+ji,ji
y ~~

1, −                                        (13) 

where W  is a wrapping operator. A function ,i jφ  that minimizes the sum of squared 

differences between the phase differences and those of the solution function is seeked. 

The least squares solution is the solution of the discrete form of Poisson’s equation: 

 ( ) ( ) ji,ji,ji,+ji,jiji,j+i ρ=+++ ~~~2~~~2~
111,1, −− −− φφφφφφ ,              (14) 

where the extended function ji,ρ~  and  ji,φ
~

are both periodic, therefore, a Fourier 

transform can solve the latter expression. Applying two dimensional Fourier trans-
form to the 2 2M N×  matrix, on both sides of Eq. (14)  
  

     
4/2cos/2cos −N)(n+M)(m

P
=Φ nm,

nm, ππ
 (15) 

where m,nΦ  and m,nP  are the two dimensional Fourier transforms of ji,φ
~

 y ji,ρ~ , re-

spectively. The solution of ji,
~φ  is obtained by applying the inverse Fourier transform 

to Eq.(15), and the solution ji,φ  is obtained by restricting the result to the dimensions 

0 ≤ i ≤ M  and  0 ≤ j ≤ N.  
 

4 Results 

Both correlation and Fourier transform based algorithms were tested using a sword-
fish bone as a testing piece. Given the length of such piece, the fringe projection tech-
nique was applied by dividing the swordfish bone into sections. In the experimental 
setup the grating used has a sinusoidal fringes pattern of 100 lines per inch. Phase 
wrapping and unwrapping algorithms were implemented in C language and results 
were processed using Matlab tools for displaying . Fig. 2 shows the testing piece.  
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resolution from the correlation algorithm, the height interval values were computed 
for every column from the seven sections in which the testing piece was divided. It 
was found that in average, the correlation algorithm detects a 34.9% more of height 
values, which means it offers a better resolution. Table 1 shows the range within 
which the percentage resolution is distributed, representing the extracted phase gener-
ated on each section from the swordfish bone. 
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Fig. 5. Unwrapped phase columns from section 1 by Takeda technique 
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Fig. 6. Unwrapped phase columns from section 1 by correlation algorithm 
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squares algorithm for phase unwrapping, generate an image with phase distribution 
closer to the real surface than the one-frame approach. Given that a comparison of the 
real height distribution (mapping from unwrapped phase to 3D coordinates) hasn’t 
been done yet, the results are not presented as a complete quantitative comparison. 
However, the results obtained from the two approaches implemented; show that for 
future testing, a phase shifting technique is a better choice. It is important to notice the 
mount on the right side of Fig. 7b, as well as the horizontal lines that look like 
scratches over the swordfish bone, since these lines are not evident from the captured 
images under fringe projection. This means that the algorithm is working correctly 
based on the frequency of the grating used as well as the image processing algorithms 
applied, which in the case of Fig.7b show less noise and a better phase distribution. 

 

5 Conclusions 

Phase shifting profilometry is a technique that requires more than one fringe projec-
tion image in order to recover a surface under test. For such reason, its result presents 
less noise than a one-frame technique. However, it is important to keep precise grat-
ing shifts every time, which can be easily accomplished by using an electrical-
mechanical device for controlling the grating position.   
    This work has compared two fringe projection approaches based on the Takeda and 
correlation algorithms, the results show that the latter approach brings a better recov-
ery when is post-processed by means of the least squares algorithm. This doesn’t 
mean that the one-frame approach isn’t reliable; it depends on several facts related to 
the image quality and the frequency filtering, in the case of the Takeda method. De-
pending on the application desired for fringe projection, a one-frame method can be 
adequate choice, since it offers the advantage of requiring less time and involves an 
easier capturing process. In this work, the presented phase shifting approach, com-
bined with the correlation phase wrapping algorithm and the least squares unwrapping 
algorithm is a suitable option for a surface's morphology recovery. 
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